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Abstract—The controller area network (CAN) is a field bus 
that has been widely used in distributed embedded systems 
due to its inexpensiveness, robustness, guarantee of latency 
times as well as error detection. However, electromagnetic 
interference from the operational environment and hardware 
malfunction may cause short disturbances and permanent 
failures respectively, inevitably bring on communication 
errors or even break off the communication. To enhance the 
dependability of CAN communication, research on the on-line 
fault diagnosis is carried out in this paper, a Monitor is 
designed to diagnose faults in CAN nodes and a hybrid method 
with active and passive mode is presented to diagnose faults 
among communication links. We analyze the relative works, 
describe the CAN fault model, and focus on the fault diagnosis 
mechanisms. 

Keywords- Control Area Network (CAN), fault diagnosis, on-
line, active and passive diagnosis 

I. INTRODUCTION  
The controller area network has been employed in many 

domains [1]-[8] during the past years due to its advantages, 
for instance, automobile, security and the other industry 
control. In particular, its application fields are still 
significantly increasing. 
     However, CAN shows drawbacks with respect to 
reliability and scalability such as babbling idiot failures [9] 
in despite of powerful measures for error detection, 
signaling and self-checking are implemented. On the other 
hand, electromagnetic interference in some applications will 
result in severe transmission error. In addition, a CAN node 
consists of a microprocessor, a CAN controller, a CAN 
transceiver and other peripherals, so hardware and software 
faults exist without doubt. Once faults occur in the network, 
the communication continuity is disrupted. Therefore, fault 
diagnosis tools in CAN systems are strongly required to 
ensure that all CAN bus devices are able to correctly and 
reliably interact as specified [10]. 
    To address the aforementioned issues of CAN bus 
network, we propose a solution to on-line diagnose the 
faults of CAN nodes and communication links. We analyze 
the potential hardware and software faults of a CAN node, 
and design a Monitor to real-time deal with the faults. 
Furthermore, we apply an innovative method mixed active 
and passive mode to implement on-line fault diagnosis for 
the communication links. A Manager is defined and used to 
passively receive messages from the nodes as well as 
actively inquire the nodes’ state. By analyzing all the 

information, the Manager can diagnose the faults among the 
communication links.       

The rest of this paper is organized as follows: the relative 
works are discussed in Section II. We present the CAN fault 
model in Section III, herein, potential faults types are 
described in detail. In Section IV, we introduce the fault 
diagnosis mechanism. Finally, conclusions are presented in 
section V.. 

II. RELATIVE WORKS 
CAN was initially introduced in 1980s and aimed to 

apply in automotive applications used to connect electronic 
control units (ECUs) [11], from then on, CAN rapidly 
expanded its application domains due to its predominant 
performance. Whereas, CAN possesses some faults such as 
shorted medium, babbling idiot failures, communication 
partition which can significantly impact reliability of CAN 
communication. Accordingly, many fault diagnosis 
techniques for CAN has been studied.   

In [12] and [13], the method using replicated 
transmission media was presented, and a method using 
reconfigurable transmission media was studied in RedCAN 
[14], Zhenye Wang[15] analyzed advantages of analytical 
redundancy fault diagnosis and hardware redundancy fault 
diagnosis in detail, and proposed a resistance detection 
method based on hardware redundancy to detect and locate 
the fault point of the CAN-bus permanent failure. But it is 
obviously that the redundant media in these approaches 
results in high-cost and introduces new fault places. 
Moreover, replicated media may bring “common-mode” 
interference to CAN communication because of the 
proximity of the wires. In addition, a faulty node sending 
error information to all media can’t be prevented. On the 
other side, RedCAN requires specific hardware which 
increases risk of failure. 

On account of the disadvantages of hardware redundancy 
approaches, people have worked over non-redundancy 
methods to diagnose faults in CAN systems. Bus-guardians 
were proposed in[16]-[17], they monitored the node to 
response for abnormal behaviors, but it was impossible for 
bus-guardians to diagnose shorted media fault. 

Afterwards, people knew the inherent drawbacks of bus 
topology, and methods of star topology were proposed in 
[18]-[19]. Manuel, B[18] designed an active star topology 
called CANcentrate with an active hub, which prevented 
error propagation from any of its ports to the others. In [20], 
a CAN router with a star topology was introduced to detect 
and isolate node failures in the value and time domain, the 
CAN router could improve the use of the bandwidth, extend 
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the possible overall wire length and support multiple 
namespaces. Amir Muhammad[21] explored a star based 
Shared-Clock algorithm to isolate faults related to data 
corruption or network hardware malfunction, support a 
software-based “Port Guardian” mechanism to  ensure a 
medium- or node based fault on one link of the star cannot 
propagate to the rest of the network.. 

III. CAN FAULT MODEL 
The CAN protocol provides elaborate error detection 

approach to detect five different error types such as bit 
error, stuff error [22], specified in the data link layer of ISO 
11898 [23]. Also, the CAN protocol makes a node signal an 
error condition by transmitting an active error flag or a 
passive error flag. Moreover, the CAN protocol enables a 
node distinguish short disturbance from permanent failures 
by fault confinement mechanism which determines the unit 
is error active, error passive or bus-off state. All these make 
the total residual error probability for undetected corrupted 
messages less than message error rate * 4.7 * 10-11. 

In spite of the very low error probability of CAN 
protocol, it is still provided with some defects as before-
mentioned in Section II. Besides, the solutions proposed in 
the literatures to diagnose the faults in CAN are not 
completely effective because they only solve one or several 
sides of the faults in CAN system. In this paper, we develop 
an all-sided method to manage faults occurring in CAN 
system. And the CAN fault model is constructed in this 
section. 

 
The fault model shows all kinds of potential faults 

happening in a CAN network. The fault model is depicted 
in Fig 1. We can diagnose the faults in CAN system 
constructed with a star topology in A, a bus topology in B or 
a tree   topology in C combined with the main node. All the 

possible faults are sorted to node fault denoted with ﹡or 
link fault labeled by ⅹ in fig 1.  

It is well known to us that a CAN node usually consists 
of a microprocessor, a CAN controller, a CAN transceiver, 
and other integrated circuits like memories, terminal 
resistances, watchdog and so on. The hardware or software 
failures will cause the node faults such as stuck-at-
dominant, stuck-at-recessive, bit-flipping, or babbling-idiot. 
Whatever fault it is, the damaged node issues some error 
information to the network randomly and greedily, finally 
the communication is completely destroyed. In order to 
avoid arising of this situation, we design a run-time Monitor 
in every node to guarantee the normal communication. 
Detail diagnosis mechanism is described in Section III.  

Moreover, all the shorted media, media interruption, 
attenuation or distortion of the communication signal can 
result in communication link faults, so we propose a method 
using an active and passive mode to get information from 
each node of the CAN system in order to locate the 
communication link fault such as medium partition fault. 
We present the diagnosis mechanism in the next section. In 
order to describe our proposition, we make assumptions that 
a main node usually close to the operator act as a Manager 
in the system and every CAN controller meets the CAN 
specifications and has self-loop function existing in many 
off-the-shelf CAN controllers. 

IV. FAULT DIAGNOSIS MECHANISM 
We implement run-time diagnosis on node faults and 

communication link faults, and now we address the relative 
method and algorithms as follow. 

    Node Faults Diagnosis 
In order to deal with the hardware and software faults in a 

CAN node, we design a program called Monitor, at fist the 
Monitor checks the memories including random access 
memory (RAM) and read only memory (ROM). It adopt 
CRC-16 checksum to judge the fault of the ROM. Due to 
the contents are invariable since the ROM is programmed, 
so the checksum is unique and stored in one or two ROM 
unit(s) when programmed. If the computed checksum is 
identical with data in the specified ROM unit(s), the ROM 
is normal, otherwise a warning arises and the task is 
interrupted.  On the other hand, the Monitor uses line-by-
line scan to diagnose the RAM, when an address line Ai is 
examined, at first, change the value of Ai from 0 to 1 with 
no change occurring on the other address lines Aj ( i j≠ ), 
and two different data are written to the two different 
addresses, then read them back in turn, if the data are 
identical, it means the Ai address line out of order, the 
Manage records the fault. After all the address lines are 
examined, the Monitor judges the state of the RAM 
according to the records, if the number of the records are 
more than half of the number address lines, a warning arises 
and the task is interrupted. Thereafter, it initialize the CAN 
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controller with properly configuration like bit rate, filter 
mode etc. Through reading the transmit error count and the 
receive error count, the Monitor know the current state of 
the node whether it is in error active, error passive or bus-
off state. Once detecting a fault, it sends a fault message to 
the Manager (defined later). Moreover, the Monitor can test 
the node whether it sends information self-acting or 
continuously using the self-loop function with period t1. In 
addition, the Monitor uses a timer to periodically feed the 
watchdog in order to prevent error pointer and infinite loop 
in software. Consequently the babbling idiot fault and bit 
flipping fault can be withheld.  Finally,  if  the transmit error 
count or the receive error count    reaches the threshold set  
in advance, the Monitor shuts down or powers off the CAN 
controller, and restarts the CAN controller after a period t2. 
The diagnosis mechanism is described in Fig.2.  

         
    Communication Link Faults Diagnosis 

In order to diagnose communication link faults, we 
design a program called Manager in the main node to 
diagnose faults in active and passive mode. Fist of all, we 
consider every node has a unique identifier number and 
can transmit the current message number. The Manager 
maintains a cache to make a list for the other nodes called 
source nodes in the network. As illustrated in Fig. 3,  

 

 
the source node ID and the sequence number of the recently 
received message from a node are put in the list. Besides, 
the failure times are attached. As shown in algorithm 1, 
upon receiving a message, the Manager first checks its own 
cache, if there is no entry for the source node ID of this 
message, then creates a new entry for this source node in its 
cache and records the sequence number for the message. If  

 
there exists an entry in the cache for the source node and the 
sequence number in the message is consistent with the 
cache entry, the Manager updates the cache entry with the 
new sequence number. If the sequence number of the packet 
is not consistent with that recorded in the cache entry, it 
might be due to the message loss. The Manager then 
updates its cache entry with the new sequence number of 
this message and adds failure times with difference between 
the new sequence number and the old sequence number. 
According to the entries in the cache, the Manager can 
make an elementary decision on the quality of the link 
between the nodes and the main node. For example, more 
Failure times between the source node and the main node 
means worse link quality between them. 
    At the same time, the Manager takes active steps to judge 
the links be in order or disorder. Here, we specially 
emphasize that the query are made only in bus idle state and 
the query period is much larger than the transmission time 
of all the messages produced in the process of inquiring so 
as not take much extra loads on the bus. The Manager 
allocates another cache to store the results of the active and 
periodical query. The data structure is depicted in Fig. 4, 
destination node ID and the total query times and  
 

 
acknowledgment times of every node are added in the list 
called Qlist. As described in Algorithm 2, once starting the 
query, the Manager cyclically sends query message with the 
destination node ID increased by one every time,  and waits 
a short time (tw) between sending to receive the 
acknowledgment from the destination node. During tw, 
once acknowledgment is received, the Manager sends 
message for next destination node immediately.  Finally, the 
Manager can verdict the link quality based on the 
probability of the acknowledgment. 

Therefore, the Manager can easily locate the 
communication link faults by analyzing the contents of the  
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two caches and the error notice messages from each node. 

     

V. CONCLUSIONS 
Although there have been many approaches proposed for 

fault diagnosis of CAN systems, few works have been 
devoted towards on-line integrated diagnosis tool in the 
field. In this paper, we propose a comprehensive method to 
diagnose CAN nodes and communication links faults, 
especially, we present a passive and active diagnosis 
approach which can be efficiently implemented and applied 
to a CAN system providing on-line fault diagnosis. 
Moreover, the proposed approach only injects a little 
overhead to the original system. We implement our 
approach and verify its effectiveness in a field test in our 
joint-defense alarm project. 
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